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Abstract

Weighted finite automata (WFAs) have been widely applied in many fields. One of the
classic problems for WFAs is probability distribution estimation over sequences of discrete
symbols. Although WFAs have been extended to deal with continuous input data, namely
continuous WFAs (CWFAs) (Li et al., 2022), it is still unclear how to approximate density
functions over sequences of continuous random variables using WFA-based models, due to
the limitation on the expressiveness of the model as well as the tractability of approximating
density functions via CWFAs. In this paper, we propose a nonlinear extension to the
CWFA model to first improve its expressiveness, we refer to it as the nonlinear continuous
WFAs (NCWFAs). Then we leverage the so-called RNADE method, which is a well-known
density estimator based on neural networks, and propose the RNADE-NCWFA model. The
RNADE-NCWFA model computes a density function by design. We show that this model is
strictly more expressive than the Gaussian HMM model, which CWFA cannot approximate.
Empirically, we conduct a synthetic experiment using Gaussian HMM generated data. We
focus on evaluating the model’s ability to estimate densities for sequences of varying lengths
(longer length than the training data). We observe that our model performs the best among
the compared baseline methods.

Keywords: Weighted finite automata, sequential density estimation, neural density esti-
mation.

1. Introduction

Many tasks in natural language processing, computational biology, reinforcement learning,
and time series analysis rely on learning with sequential data, i.e. , estimating functions
defined over sequences of observations from training data. Weighted finite automata (WFAs)
are a powerful and flexible class of models which can efficiently represent such functions.
WFAs are tractable, they encompass a wide range of machine learning models (they can for
example compute any probability distribution defined by a hidden Markov model (HMM) (De-
nis and Esposito, 2008) and can model the transition and observation behavior of partially
observable Markov decision processes (Thon and Jaeger, 2015)) and they offer appealing
theoretical guarantees. In particular, the so-called spectral methods for learning HMMs (Hsu
et al., 2009), WFAs (Bailly et al., 2009; Balle et al., 2014a) and related models (Glaude
and Pietquin, 2016; Boots et al., 2011), provide an alternative to Expectation-Maximization
(EM) based learning algorithms that is both computationally efficient and consistent.
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One of the major applications of WFA is to approximate probability distribution over
sequences of discrete symbols. Although the WFA model has been extended to the continuous
domain (Li et al., 2022; Rabusseau et al., 2019) as the so-called linear 2-RNN model
(or continuous WFA model), approximating density functions for sequential data under
continuous domain using this model is not straight-forward, as the model does not guarantee
to compute a density function by construction. Moreover, due to the linearity of the model,
the continuous WFA model (CWFA) is not expressive enough to estimate some of the
common density functions over sequences of continuous random variables such as a Gaussian
hidden Markov model.

In recent years, neural networks have been widely applied in density estimation and
have been proved to be particularly successful. To estimate a density function via neural
networks, the neural density estimator need to be flexible enough to represent complex
densities but have tractable inference functions and learning algorithms. One particular
example of such models is the class of autoregressive models (Uria et al., 2016, 2013),
where the joint density is decomposed into a product of conditionals and each conditional
is approximated by a neural network. One other type of methods are the so-called flow-
based methods (normalizing flows) (Dinh et al., 2014, 2016; Rezende and Mohamed, 2015).
Flow-based methods transform a base density (e.g. a standard Gaussian) into the target
density by an invertible transformation with tractable Jacobian. Although these methods
have been used to estimate sequential densities, the sequences often come as fixed length.
It is often unclear how to generalize these methods to account for varying length of the
sequences in the testing phase, which can be important for some sequential task, such as
language modeling for NLP task. Weighted finite automata, on the other hand, are designed
to carry out such task under the discrete setting. The question is, how to generalize WFA
to approximate density functions over continuous domains.

In this paper, by extending the classic CWFA model with a (nonlinear) feature mapping
and a (nonlinear) termination function, we first propose our nonlinear continuous weighted
finite automata (NCWFA) model. Combining this model with the RNADE framework (Uria
et al., 2013), we propose RNADE-NCWFA to approximate sequential density functions.
The model is flexible as it naturally generalizes to sequences of varying lengths. Moreover,
we show that the RNADE-NCWFA model is strictly more expressive than the Gaussian
HMM model. In addition, we propose a spectral learning based algorithm for efficiently
learning the parameters of a RNADE-NCWFA. For the empirical study, we conduct synthetic
experiments using data generated from a Gaussian HMM model. We compare our proposed
spectral learning of RNADE-NCWFA with HMM learned with the EM algorithm, RNADE
with LSTM and RNADE-NCWFA learned with stochastic gradient descent. We evaluate
the models’ performance through their log likelihood over sequences of unseen length,
meaning the testing sequences are longer than the training sequences, to observe the models’
generalization ability. We show that our model outperforms all the baseline models on this
metric, especially for long testing sequences. Moreover, the advantage of our model is more
significant when dealing with small training sizes and noisy data.
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2. Background

In this section, we first introduce basic tensor algebra. Then we introduce the continuous
weighted finite automata model as well as the RNADE model for density estimation.

2.1. Tensor algebra

We first recall basic definitions of tensor algebra; more details can be found in (Kolda
and Bader, 2009). A tensor T~ € R%*Xd can simply be seen as a multidimensional
array (T4, : in € [dn],n € [p]). The mode-n fibers of T are the vectors obtained by
fixing all indices except the nth one, e.g. T.i,..q, € R%. The nth mode matricization
of T is the matrix having the mode-n fibers of T for columns and is denoted by T (,) €
Rdnxd1-dn—1dn+1-+dp  The vectorization of a tensor is defined by vec(T") = vec(T (1)). In the
following 7~ always denotes a tensor of size di x --- X dy,.

The mode-n matrix product of the tensor 7~ and a matrix X € R™*% is a tensor
denoted by T x, X. It is of size dy x -+ X d—1 X m X dp41 X --- X d,, and is defined by
the relation Y = T x,, X & Y(,) = XT (). The mode-n vector product of the tensor T
and a vector v € R% is a tensor defined by T e, v = T x, v' € RI X Xdn-1Xdni1xxdp
It is easy to check that the n-mode product satisfies (7~ x,, A) x,, B =T x, BA where we
assume compatible dimensions of the tensor 7~ and the matrices A and B. Given strictly
positive integers nq,--- ,ny satisfying >, n; = p, we use the notation (7')«”17”27“,7%» to
denote the kth order tensor obtained by reshaping 7~ € R4 X% into a tensor* of size
(HZ1:1 diy) X (HZ’L;ﬂ dnytiy) X =0 X (HZCIC:]_ Ayt +ig, )

A rank R tensor train (TT) decomposition (Oseledets, 2011) of a tensor T~ € R41x-*dp
factorizes T~ into the product of p core tensors G; € R4*E G, ¢ RExdexR ... ,Gp_1 €
RRXdpilXRv gp € RRXdpa and is defined' by Til,-“ Jgp — (gl)ihi(gQ)Z,iQ,l e (gp—l):,ipfhl(gp)i,ip
for all indices i1 € [d1],-- ,ip € [dp] (here (G1);, . is a row vector, where [d] = {1,2,--- ,d},
(G2).i,,: s an R x R matrix, etc.). We will use the notation 7" = [G1,--- ,G,] to denote
this product. The name of this decomposition comes from the fact that the tensor 7T is
decomposed into a train of lower-order tensors.

2.2. Continuous weighted finite automata (CWFAs)

The concept of continuous weighted finite automata (CWFAs) is a generalization of the
classic weighted finite automata model to its continuous input case and is also shown to be
equivalent to the linear second-order RNN model (Li et al., 2022; Rabusseau et al., 2019).

Definition 1 A continuous weighted finite automaton with k states (CWFA) is defined by
a tuple A = (o, A, Q), where a € R” is the initial weight, A € RF*4Xk s the transition
tensor, and Q € R¥¥P js the termination matriz. Let (R?)* denote the set of sequences of
size d real-valued vectors. A CWFA computes the following function f : (R%)* — RP:

flxy,@o, - @,) = (Ao cxesxy) (Aeyxs) - (Aeyx,)Q. (1)

*Note that the specific ordering used to perform matricization, vectorization and such a reshaping is not
relevant as long as it is consistent across all operations.

TThe classical definition of the TT-decomposition allows the rank R to be different for each mode, but
this definition is sufficient for the purpose of this paper.
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To learn the CWFA model, (Li et al., 2022) extend the spectral learning algorithm for
the classic WFA model (Mohri et al., 2012; Balle et al., 2014b) to its continuous case. The
algorithm relies on the Hankel tensor, which is a generalization of the Hankel matrix.

Definition 2 For a function f : (R%)* — RP, its Hankel tensor of length I, ’Hlf € RlA'xp 45
defined by (Hy)! = f(ei, - ,e;), where e1,--- ,eq denotes the canonical basis of Re.

i1 i

In practice, to learn the Hankel tensor, one can use gradient descent to minimize the
loss function L(xy,--- @, y, H) = H(m®)T(7'£)<<z,1>) — y||%, over a training dataset. Here
x1, -+ ,o; is an input sequence and y the corresponding output, and % = 1 QT2 @ - - Q@ x;.
It is is shown in (Li et al., 2022) that the Hankel tensor of a CWFA with finite states can be
parameterized by its tensor train form, i.e. H" =[Gy, -+ ,G;11]. The spectral learning
algorithm for CWFA relies on the following theorem (Li et al., 2022) showing how to recover
the parameters of CWFA from Hankel tensors of the function it computes.

Theorem 3 Let f: (RY)* — RP be a function computed by a minimal linear CWFA with
n hidden units and let L be an integer such that* rank((’HS?L))

dlxn nxdlp (2L)
PeR and S € R such that (M )<<L,L+1>>
f is defined by:

<<L7L+1») =n. Then, for any

= PS, the minimal CWFA computing

QT — PT (H(L)

o = (81 (1} )y

o (2L+1)

T nT
Vizpeny) X1 B X3 (8Y)

2.3. Real-valued neural autoregressive density estimator (RNADE)

The real-valued neural autoregressive density estimator (RNADE) (Uria et al., 2013) is a
generalization of the original neural autoregressive density estimator (NADE) (Uria et al.,
2016) to continuous variables. The core idea of RNADE is to estimate the joint density
using the chain rule and approximate each conditional density via neural networks, i.e.

n

pler,--wn) = [ [ pl@ile<) with pleilr<) = par(eil6:), (2)
=1

where x; denotes all attributes preceding z; € R in a fixed ordering, pjs is a mixture of
m Gaussians with parameters §; = {8; € R™, u; € R™, 0y € R™}. Moreover, we have:
pu(xil0;) = 3750, BIN (zi|p], o)), where 8] denotes the jth element of 3;, same for 1] and
ag and N (z;] p,g ) ag ) denotes the Gaussian density with mean ug and standard deviation
ag evaluated at x;. Note that 3;, u;, o; are functions of z.;. These functions are often
chosen to be various forms of neural networks. In the classic setting, RNADE with m mixing
components and k hidden states has the following update rules:

hz‘ = gi(hi_l), ,31 = softmax(V?hi_1 + bz’B) (3)
pi=Vihi_1 +b', oy =exp(Vihi_1+b7), (4)

where V? , V¥ and V7 are m x k matrices, biﬁ , bl and bY are vectors of size m, and g; is an
update function for the hidden state which is time step dependent (see (Uria et al., 2013)

1t is worth mentioning that such an integer does not always exist. See (Li et al., 2022) for more details.
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for more details on the specific update functions used in the original RNADE formulation).
The softmax function (Bridle, 1990) ensures the mixing weights 3 are positive and sum to
one and the exponential ensures the variances are positive. RNADE is trained to minimize
the negative log likelihood: L(x1 - --xp,0;) = — > i log(pa(xi]0;)) via gradient descent.

3. Methodology

To approximate density functions with CWFA, we need to improve the expressivity of the
model and constrain it to compute a valid density function. In this section, we first introduce
nonlinear continuous weighted finite automata. Then, we present RNADE-NCWFA for
sequential density approximation, which combines CWFA with the RNADE framework. In
the end, we show that RNADE-NCWFA is strictly more expressive than Gaussian HMM
and present our spectral learning based algorithm for learning RNADE-NCWFA.

3.1. Nonlinear Continuous Weighted Finite Automata (NCWFAs)

To leverage CWFAs to estimate density functions, we first need to improve the expressivity
of the model. We will do so by introducing a nonlinear feature map as well as a nonlinear
termination function. We hence propose the nonlinear continuous weighted finite automata
(NCWFA) model as the following;:

Definition 4 A nonlinear continuous weighted finite automaton (NCWFA) is defined by a
tuple A = (o, €, 0, A), where o € R¥ is the initial weight, ¢ : R — RY is the feature map,
€ :RF - RP is the termination function and A € RFX4%E js the transition tensor. Given a
sequence x1,--- ,x;, the function that the NCWFA A computes is:

ho=a, hi=Ae hi1e9¢(x:), [filz1,-,z1)=¢Eh). (5)

One immediate observation is that we can exactly recover the definition of a CWFA by
letting ¢(x;) = x; and £(h) = h'Q.

3.2. Density Estimation with NCWFAs

The second problem to tackle is that we need to constrain the NCWFA so that it can
tractably compute a density function. In this section, we will leverage the RNADE method
to propose the RNADE-NCWFAs model. The proposed model is flexible and can compute
sequential densities of arbitrary sequence length. Moreover, we will show that this model is
strictly more expressive than the classic Gaussian HMM model.

Recall the core idea of RNADE is to estimate the joint density using the chain rule as
in Equation 2. Instead of approximating the conditionals via the classic RNADE treatment
as in Equations 3, we use an NCWFA A = (o, ¢, 6,.A), ie., p(zi|zs;) = falxe, - x).
One key difference with the classic RNADE model is that the state update function is
independent of the time step, allowing the model to generalize to sequences of arbitrary
lengths. However, an NCWFA does not readily compute a density function, as the function
does not necessarily integrates to one and the output is non-negative. To overcome this
issue, we adopt the approach used in RNADE by constraining the output of the NCWFA to
be a mixture of Gaussians with diagonal covariance matrices:
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o(x;) = tanh(:ciTW), h;=Ae h;_1 e ¢(x;), B;i= softmaX(thi_l + bf) (6)

M, =V"e h;_1+ BM, = exp(V” o h;_1+ BJ) (7)
@i hia) =Y BIN(x: M, diag(2)),  fa(@r,- @) = (@, hy) (8)
=1

where hO — a’vu c kamxd’va c kamxd’Bu c Rde,BU c Rmxd7 Nf — (Mi):,j c
Rd,Eg = (%;).; € R% diag is defined to be diag(Eg) = (Ef ® 1) o I, where o denotes
the Hadamard product, 1 € R? is an all one vector and I € R?*¢ is an identity matrix.
For simplicity, we let d’ = d and approximate each conditional via a mixture of Gaussian
with diagonal covariance matrix. This can be changed to a full covariance matrix, should
the corresponding assumption (positive semi-definite) of the matrix is satisfied. Note this
simplification does not affect the expressiveness of the model, as a GMM with a diagonal
covariance matrix is also an universal approximator for densities and can approximate a
GMM with a full covariance matrix (Benesty et al., 2008), given enough states. Under this
definition, it is easy to show that H§:1 fi(x<;) computes the density of the sequence x<;,
where x<; denotes x1,--- ,x;. We will refer to this NCWFA model with RNADE structure
as RNADE-NCWFA of k states and m mixtures. Note although the definitions of 3;, M;
and X; takes specific forms, in practice, one can use any differentiable function of h; to
compute 3;, M; and 3J;, so long as (3; sums to one and X; is positive.

One natural question to ask is how expressive this model is. We show in the following
theorem (proof in Appendix A) that RNADE-NCWFA is strictly more expressive than
Gaussian HMMs, which is well known for sequential modeling (Bilmes et al., 1998).

Theorem 5 Given a Gaussian HMM with k states n = (u, T, O), where O : RF x R* — Rt
is the Gaussian emission function, yi € R¥ is the initial state distribution and T € [0,1]% is
the transition matriz, there exists a k states k miztures RNADE-NCWFA A = (o, €, ¢, A)
with full covariance matrices such that the density function over all possible trajectories
generated by n can be computed by A: p'(oy---0,) = [I7, fi(o<n) for any trajectory
01 - - 0,. Moreover, there exists a RNADE-NCWFA A such that no Gaussian HMM model
can compute its density.

Note that a CWFA cannot compute the density function of a Gaussian mixture. Indeed, the
function computed by a CWFA on a sequence of length 1 is linear in its input, whereas a
RNADE-NCWFA associate such an input to a Gaussian density.

To learn RNADE-NCWFA, we want to maximize the likelihood given some training set
D; = {azlgl, e ,azgl} of length-I sequences of d dimensional vectors, i.e., a:%l =x7, -,z
where each z}' € R?. More specifically, we want to minimize the negative log likelihood
function: £(A,D) = - 3N, 2221 log(fA(a:iSj)). One straight-forward solution is to use
gradient descent to optimize this loss function. However, as pointed out in (Bengio et al.,
1994), due to repeated multiplication by the same transition tensor, gradient descent is
prone to suffer from the vanishing gradient problem and to fail in capturing long term
dependencies. One alternative is the classic spectral learning algorithm for WFAs. Recall
that the spectral learning method for CWFA requires to first learn Hankel tensors of length
L, 2L and 2L 4 1 and then perform a rank factorization on the learnt Hankel tensor to
recover the CWFA parameters (see (Li et al., 2022)). However, due to the nonlinearity
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added to the model, namely the feature map ¢ and the termination function &, spectral
learning alone will not be enough. To circumvent this issue, we present an algorithm jointly
leveraging gradient descent and spectral learning. The idea is to first learn the Hankel
tensors of various length and the function ¢ and £ using gradient descent. Then we use the
spectral learning algorithm to recover the transition tensor and the initial weights.

Let 6 and w denote the parameters of the mappings ¢ and &, respectively (see Eq. 6-8),

and let ’HE? = [[gg”, cee ,gl(”]] be the T'T form of the Hankel tensor, where ggl) € R4k and

gg” € RF*dxk for § = 2. ... 1. The spectral learning method for RNADE-NCWFAs first
involves an approximation of the Hankel tensor via minimizing the following loss function:

N 1
L0066 D) = =3 3 toa ¢ ()16 9D )| )

i=1 j=1

where ¢)(x<;) = ¢(x1) ® - - - ® ¢(x;). In this process, we have obtained the Hankel tensors
and the parameters of the termination function and the feature map. Then, one can perform
a rank factorization on the learned Hankel tensor and recover the rest of the parameters for
the RNADE-NCWFA, namely o, A. The detailed algorithm is presented in Algorithm 1.

Algorithm 1 NCWFA-SL: Spectral Learning of RNADE-NCWFA
Input: Three training datasets Dy, Doy, Dar4+1 with input sequences of length L, 2L and
2L + 1 respectively, an encoder ¢g, a termination function &, and TT-parameterized
Hankel tensors H%), ’HgL) and ’HSLH), learning rate -y, desired rank R
while Model not converging do
for l € {L,2L,2L + 1} do
Update 0, w, gﬁ’), e ,gl(” via gradient descent by minimize the loss function 9:

for 0 € {6,w,G\",---,6"} do

0« 0—VeL(,w, 6, 6V D)

) (2L)
6: Let (K )((L,L+1))

7: Return the RNADE-NCWFA A = (a, &, ¢5,.A) where

= PS be a rank R factorization.

A— ((,H(zLH)

_ (ai\T g (L)
a=(S")" (H i ey

T T

4. Experiments

For the experiments, we conduct a synthetic experiment based on data generated from
a random 10-states Gaussian HMM. We sample sequences of length 3, 6 and 7 from the
HMM. To evaluate the model’s performance on its generalization ability to unseen length of
sequence, we sample 1,000 sequences from length 8 to length 400 from the same HMM for
the test data. To test the model’s resistance to noise, we inject the training samples with
Gaussian noise of different standard deviations (0.1 and 1.0) with 0 mean.

For the baseline models, we have HMM learned with expectation maximization (EM)
method, as it can computes density of sequences of any length by design. We also modified
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Figure 1: Log likelihood ratios between the tested models and the ground truth likelihood.
We show the trend w.r.t. the length of the testing sequences under different sample
sizes (columns) and standard deviations of the injected noise (rows).

the RNADE model by replacing the hidden states update rule 3 with an LSTM structure to
give the RNADE model the ability to generalize to sequences of arbitrary length, regardless
of the length of the training sequences. We refer to this model as RNADE-LSTM. For our
model, by following Algorithm 1, we have the method RNADE-NCWFA (spec). Alternatively,
although we have mentioned that training the (RNADE-)NCWFA model through pure
gradient descent method can have many issues, we also list this approach of training RNADE-
NCWFA as one of the baselines, referred to as RNADE-NCWFA (sgd). For all the training
processes, if gradient descent is involved, we always use Adam optimizer (Kingma and Ba,
2014) with 0.001 learning rate with early stopping. For HMM as well as RNADE-NCWFA
models, we set the size of the model to be 10 (ground truth of the randomly HMM). For
RNADE-LSTM, we set the size of the hidden states to be 10. We present the trend of
the averaged log likelihood ratio with the ground truth likelihood, i.e. log(preéﬁj}g dhgﬂit}}llmd)
w.r.t. length of the sequences over 10 seeds in Figure 1 and a snapshot of the log likelihood
for each model of 400 length testing sequences in Appendix B.

From the experiment results, we can see that RNADE-CWFA (spec) consistently has the
best performance across all training sizes and levels of noise injected. More precisely, this
advantage is more significant when given small training sizes and (or) the data is injected
with high noise. Moreover, the spectral learning algorithm shows stable training results as
the standard deviation of the log likelihood (ratio) is the lowest among all methods. This is
especially the case when not enough training samples are provided. In addition, one can see
that this advantage is consistent with all test sequence lengths we have experimented.

5. Conclusion and Future Work

In this paper, we propose the RNADE-NCWFA model, an expressive and tractable WFA-
based density estimator over sequences of continuous vectors. We extend the notion of
continuous WFA to its nonlinear case by introducing a nonlinear feature mapping function
as well as a nonlinear termination function. We then combine the idea from RNADE to
propose our density estimation model RNADE-NCWFA and its spectral learning based
learning algorithm. In addition, we show that theoreticallyy RNADE-NCWFA is strictly
more expressive than the Gaussian HMM model. We show that, empirically, our method



SEQUENTIAL DENSITY ESTIMATION viA NCWFAS

has great capability of generalize to sequences of varying length, which is potentially not
the same as the training sequences. For future work, we are looking into more experiments
on real dataset and compare with more baselines. Moreover, we did not add nonlinear
transition for the NCWFA model as it would imply that the Hankel tensor will be of infinite
tensor train rank, hence making the spectral learning algorithm intractable. We will be
looking into possibilities of adding this nonlinearity into the NCWFA model and have a
working algorithm for it. In addition, we would like to examine more closely in terms of the
expressivity of the RNADE-NCWFA.
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Appendix A. Proof of Theorem

Theorem 6 Given a Gaussian HMM with k states n = (u, T, O), where O : R¥ x R — Rt
is the Gaussian emission function, p € R¥ is the initial state distribution and T € [0,1]% is
the transition matriz, there exists a k states k miztures RNADE-NCWFA A = (a, &, 0,A)
with full covariance matrices such that the density function over all possible trajectories
generated by n can be computed by A:

p(o1---0,) = HfA(0§n>

for any trajectory o1 ---oy,. Moreover, there exists a RNADE-NCWFA A such that no
Gaussian HMM model can compute its density.

Proof For the Gaussian HMM 7, given an observation sequences o1 - - - 0, its density under
7 is:
p(01---0,) =O0(m",01)0(m' T, 0)---O(m T 0,),

where O(h,0) = Zle hiN(o|u, X) for some mean vector p and covariance matrix 3. Let
a=m,A;. =Tforielk], p(x) =[f,7.---, %] and £ = O. Note it reasonable to let
€ = O, since as long as we let 3; = o' T, By =a', u; = p and ¥; = X, following
equations 7, then for any h € R*, 0 € R%, we have £(h,0) = O(h,0). Then under this
parameterization, we have A o3 ¢(0;) = T. Then the RNADE-NCWFA computes the

following function:

falor, - 0) =E((Aer o’ e3¢(01))  (Aeyp(02)) - (Aeyp(0;-1)), 0:)
=£(a'TY 0) = 0(m T L o))

Therefore, we have:
p'(o1---0,) = O(mT, ol)O(mTT, 09) - O(mTT”_l, on)

= fi(o1)fi(01,0) -+ f5(01,- - ,0,) = [ [ fi(0<n)
=1

For the proof of the second half of the theorem, consider a shifting Gaussian HMM,
where the mean vector of the Gaussian emission is a function of the time steps, i.e., u = ¢(i),
where ¢ = 1,2, ---. For simplicity, assume the shifting Gaussian HMM is for one dimensional
sequences and has one mixture. In addition, let ¢(i) = 7 and assume the variance is 1. Then
the emission function can be written as O'(0) = N'(o|t,1). Then the density of a sequence
01, -+ ,0pn under this shifting Gaussian HMM 1 is:

P (01, ,0,) = OY(01)0?(03) - - O™(0y,).

We show that this density cannot be computed by a Gaussian HMM of finite states. If p"s
can be computed by a Gaussian HMM, then for the mean vector p there exists an initial

11
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weight vector m, a transition matrix T satisfying the following linear system:

mTu =1
m' T =2
mTTnflu’ =n

This linear system is, however, overdetermined, as u is a vector of finite size, while there
are infinite linearly independent equations to satisfy. Therefore, a Gaussian HMM of finite
states cannot compute the density function of a shifting Gaussian HMM.

We now show such density can be computed by a RNADE-NCWFA. Let o' = [1,1],

and A, = [(1) ﬂ g1 = (hi_1,[0,1]), $(0)T = [0.5,0.5], £ = 1. Then we have:

T(Aeyp(0)) - (Aeyd(0i-1)),0i)
,i], Oi) = ./\/’(Oi|i, 1)

falor, -+, 0) =E((Aeral o3 ¢(01))
=@’ T o) =¢(1
Therefore:

p" (01, ,0n) = N(0|1,1)N(0]1,2) - - - N(0|1,n)
= fA(Ol)fA(OhO?) T fA(Ola i, 0p) = Hf,i(oén)
i=1

Therefore, for the given shifting Gaussian HMM density, it can be computed by a RNADE-
NCWFA, but cannot be computed by a Gaussian HMM with finite states. |

Appendix B. Experiment Results in Table

In this section, we show a snapshot of the results we show in the previous experiment results
in Figure 1. The result is listed in Table 1. The reported likelihood is evaluated on test
sequence of length 400. From this table, we can see more clearly the advantage of our
RNADE-NCWFA model when trained with spectral learning algorithm.

Table 1: Comparison of model performance in term of average log likelihood (in NAT).
Different models are compared under different training sizes and level of noise
injected. The reported likelihood (mean (standard deviation)) is evaluated on test
sequence of length 400.

Training Size 100 500 1000

Noise Std 0 0.1 1 0 0.1 1 0 0.1 1

HMM (EM) 615.26 (2.57) | -616.88 (3.40) | -638.44 (7.50) | -601.15 (0.20) | -601.18 (0.17) 628.75 (1.51) | -600.70 (0.12) | -600.69 (0.12) | -628.91 (1.13)
RNADE-LSTM -604.71 (3.36) -604.10 (2.29) -641.72 (7.17) -600.86 (0.15) -600.85 (0.23) -628.28 (3.56) -601.01 (1.34) -600.67 (0.24) -628.45 (1.56)
RNADE-NCWFA (spec) | -600.96 (0.42) | -601.06 (0.24) | -621.75 (2.71) | -600.73 (0.18) | -600.67 (0.067) | -622.10 (1.44) | -600.50 (0.49) | -600.53 (0.07) | -621.91 (1.13)
RNADE-NCWFA (sgd) | -604.11 (2.13) -603.29 (1.69) -633.96 (14.6) -600.81 (0.20) -600.91 (0.46) -631.80 (5.53) -600.51 (0.06) -600.52 (0.08) | -629.11 (1.65)
Ground Truth -600.40 -600.40 -600.40 -600.40 -600.40 -600.40 -600.40 -600.40 -600.40
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